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Abstract: The Association Rule Mining is defined as a process of Finding frequent patterns, associations, correlations, 

or causal structures among sets of items or objects in transactional databases, relational databases, and other 
information repositories. This method is commonly used in bioinformatics for the ranking of genes and genomes. There 

is a drawback, which makes the decision maker more confusion due to huge number of evolved rules. To avoid this, a 

weighted association rule mining called RANWAR (or) Rank based Weighted Association Rule Mining which uses our 

proposed rule interestingness measures, viz., rank-based weighted condensed support (WCS) and weighted condensed 

confidence (WCC) is proposed in this paper. Based on these measures we assign weight to the each item, which 

generates less number of frequent item sets than state-of-the-art association rule mining. This process is run on Gene 

Expression and Methylation datasets. The resulted genes of the top rules are biologically validated by Gene Ontologies 

(GOs) and KEGG pathway analyses. The top ranked rules extracted from RANWAR that hold poor ranks in traditional 

Apriori, are highly biologically significant to the related diseases. This paper report the top rules evolved from 

RANWAR that are not in Apriori. 
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1. INTRODUCTION 
 

Association rule mining aims to explore large transaction 

databases for association rules. Classical Association Rule 

Mining (ARM) model assumes that all items have the 

same significance without taking their weight into 

account. It also ignores the difference between the 

transactions and importance of each and every itemsets. 

But, the Weighted Association Rule Mining (WARM) 

does not work on databases with only binary attributes. It 

makes use of the importance of each itemsets and 

transaction.  
 

WARM requires each item to be given weight to reflect 

their importance to the user. The weights may correspond 

to special promotions on some products, or the 

profitability of different items. The concept of association 

rule mining proposes the support-confidence measurement 

framework and reduced association rule mining to the 

discovery of frequent item sets. WARM generalizes the 

traditional model to the case where items have weights. 

WARM requires for each item to be given weight to 

reflect their importance to the user. The weights may 
correspond to the profitability of different items. As more 

data is gathered, which are frequently getting updated, the 

construction of the graph should be dynamic instead of 

static. Using Online Hits algorithm, the graph can be 

constructed dynamically and the cost can be reduced by 

postponing updates whenever possible. By calculating 

Eigen values the mutual reinforcement relationship 

between the items are enforced. Limma is a package for 

differential expression analysis of data arising from 

microarray experiments. The package is designed to  

 
 

analyze complex experiments involving comparisons 

between many RNA targets simultaneously while 

remaining reasonably easy to use for simple experiments. 

The central idea is to fit a linear model to the expression 

data for each gene. Limma is designed to be used in 

conjunction with the affy or affy PLM packages for 

Affymetrix data. With two color microarray data, the m 

array package may be used for pre-processing. Limma 

itself also provides input and normalization functions 

which support features especially useful for the linear 
modeling approach. Microarray-based gene expression 

profiling experiments, which are routine today, allow 

researchers to identify, for instance, genes differentially 

expressed (DE) between diseased and normal patient 

samples or genes that change in expression over time 

during a treatment.  

 

These aspects would include the position and role of each 

gene in a pathway, the types of signals between genes, the 

efficiency with which a signal travels from one gene to 

another, or the efficiency with which a certain reaction is 
carried out, rate limiting conditions, etc. Such methods 

have been proposed for both signalling pathways, and 

metabolic pathways, but no method is currently available 

to analyze both types of pathways taking into 

consideration all the information available. Hence, even 

though they do not use all information available, methods 

that treat the pathways as simple gene sets are still popular 

because they can be applied equally well to signalling 

pathways, metabolic pathways, GO terms, as well as 

arbitrary sets of genes. 
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II.LITRATURE SURVEY 

 

ARM is a popular technique to estimate interesting 

relationships among different items (genes).Apriori is the 

basic algorithm for learning basic association rules to 

control on database that have transactions. Apriori utilizes 

a bottom-up approach, when frequent subsets are extended 

one item at a time to generate each candidate and group of 
candidates are tested against the data.  

 

In this paper different limitations have been found in the 

Apriori algorithm like generating a huge number o 

frequent item sets high elapsed time, multiple scan 

problems, importing same importance to all data sets. To 

reduce these problems ARM technique is introduced in 

this paper. ARM is a efficient technique, In this paper it 

mainly focus how to reduce elapsed time for rule mining 

in such a way that only top ranked items and their related 

highly significant rules will present in result for large 

transaction database. 
 

A. Association Rule Mining In Genomics 

Association rules, used widely in the area of market basket 

analysis, can be applied to the analysis of expression data 

as well. Association rules can reveal biologically relevant 

associations between different genes or between 

environmental effects and gene expression. An association 

rule has the form LHS→RHS, where LHS and RHS are 

disjoint sets of items, the RHS set being likely to occur 

whenever the LHS set occurs.  
 

Items in gene expression data can include genes that are 
highly expressed or repressed, as well as relevant facts 

describing the cellular environment of the genes (e.g. the 

diagnosis of a tumour sample from which a profile was 

obtained). In this paper, association rule mining techniques 

that have been recently developed and used for genomic 

data analysis have been reviewed and discussed. 

 

B. Mining Weighted Association Rules without 

Preassigned Weights 

Association rule mining is a key issue in data mining. 

However, the classical models ignore the difference 
between the transactions, and the weighted association 

rule mining does not work on databases with only binary 

attributes. In this paper, we introduce a new measure w-

support, which does not require pre assigned weights. It 

takes the quality of transactions into consideration using 

link-based models. A fast mining algorithm is given, and a 

large amount of experimental results are presented. 

 

C. Mining Association Rules between Sets of Items In 

Large Databases 

Here a large database is used of customer transactions. 

Each transaction consists of items purchased by a 
customer in a visit. Here an efficient algorithm that 

generates all significant association rules between items in 

the database. The algorithm incorporates buffer 

management and novel estimation and pruning techniques. 

These paper also present results of applying this algorithm 

to sales data obtained from a large retailing company, 

which shows the effectiveness of the algorithm. 

III.PROPOSED ARM (RANWAR) TECHNIQUE 

 

In this proposed technique, number of genes in data is 

large, the number of itemsets will be also large, thus, using 

Limma statistical test, an useful statistical process we have 

just taken into account the top differentially expressed 

(i.e., DE) or differentially methylated (i.e., DM ) genes. 

Our proposed measures are basically rank-based weighted 
measures.  Therefore, ranking of genes has a significant 

role here. Limma provides a rank-wise gene-list according 

to their p-values from best to worst cases. Thereafter, we 

assign weight to each item/gene with respect to their p-

value ranking, and include these into the measures. 

Therefore, our measures give importance to each item 

(gene) by data discretization process which uses K-means 

Clustering process. 

 

A. Identifying Differential Expressed/Methylated Items 

(Genes): 

The first module is to identify the differential expressed or 
differential methylated genes. Here starting process pre-

filtering process is applied on the data   (viz., removal of 

genes having low variance which is insignificant for the 

further process). Thus, it is needed to check the overall 

variance of the data according for each gene and filter out 

the genes having very low   variance. The filtered data 

should be normalized gene-wise as normalization (Zero 

Normalization) converts the   data from different scales 

into a common scale. We use zero-mean normalization for 

converting the data into structural form where mean of 

each gene becomes   zero and standard deviation becomes 
one. Then to identify DE/DM genes, a suitable non-

parametric test   should be applied correctly.  
 

Thus, we choose Limma as it   performs well for both 

normal and non-normal distributions for   all sizes of data. 

The moderated t-statistic of Limma is stated respectively. 

However, from   the resulting value of the t-statistic, 

corresponding p-value is   calculated from t-table or 

cumulative distribution function (cdf). If p-value of a gene 

is less than 0.05, then the gene is called, otherwise not. 

The genes are then ranked with respect to their p-values.  

 

B. Assigning Weight: 

In our approach, Assigning weight is the second module; 

here all the genes have not same importance. To 
differentiate the genes, some weight is assigned to each 

gene with respect to their p-value   ranking mentioned 

earlier. Here, the weights of the genes are   calculated by 

the difference between the weights of   any two 

consecutive ranked genes are same, and the weight of   the 

first ranked gene is always 1 .The   ranges of weight lie in 

between 0 and 1.   

 

C. Data Discretization: 

Data discretization is the third module in our approach. 

Here assume I[r, c] is input data matrix. Here, r denotes 
genes, c and denotes samples. First of all, the matrix I is 

transposed.   Suppose, IT be the resulting matrix. Now, 

Discretization of the   input data matrix is mandatory for 

applying association rule mining. For Discretization 

purpose we use K-means algorithms. For doing this we 
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make the point (centroid) in the data set and make clusters 

based on those points. Then we have to run K-means 

algorithm in a sample wise on each row of IT.  

 

D. Identifying Frequent Item Set And Rule Mining: 

Identifying frequent item set is the final module in the 

framework. After the Data discretization, we need to 

identify frequent   itemsets. For identifying the frequent 
itemsets, we evaluate of the 1-itemsets,   and then identify 

the frequent singleton itemsets. Similarly, we calculate   

their supersets 2-itemsets and then determine frequent   2-

itemsets. Then rules are extracted from the frequent 2-

itemsets.Then, WCC of each rule is computed. The rules 

having   greater than equal to minimum confidence value, 

are selected for resulting list of rules. Then, we determine 

their supersets 3-itemsets   and then determine frequent 3-

itemsets, and then extract   significant rules from these, 

and so on. The algorithm will be stopped, if there is no 

further extension of frequent itemsets to be identified.   

 

 
System Architecture 

 

Algorithm used in RANWAR technique 

The most common algorithm uses an iterative refinement 
technique. Due to its ubiquity it is often called the k-means 

algorithm; it is also referred to as Lloyd's algorithm, 

particularly in the computer science community. Given an 

initial set of k means m1,…,mk (see below), the algorithm 

proceeds by alternating between two steps: 

 

Assignment step: Assign each observation to the cluster 

whose mean yields the least within-cluster sum of squares 

(WCSS). Since the sum of squares is the 

squared Euclidean distance, this is intuitively the "nearest" 

mean. (Mathematically, this means partitioning the 
observations according to the Voronoi diagram generated 

by the means). 

 
 

where each  is assigned to exactly one , even if it 

could be assigned to two or more of them. 

 

Update step: Calculate the new means to be 

the centroid of the observations in the new clusters. 

 
Since the arithmetic mean is a least-squares estimator, this 

also minimizes the within-cluster sum of squares (WCSS) 

objective. 

The algorithm has converged when the assignments no 

longer change. Since both steps optimize the WCSS 

objective, and there only exists a finite number of such 

partitionings, the algorithm must converge to a (local) 

optimum. There is no guarantee that the global optimum is 

found using this algorithm. 

The algorithm is often presented as assigning objects to 

the nearest cluster by distance. The standard algorithm 
aims at minimizing the WCSS objective, and thus assigns 

by "least sum of squares", which is exactly equivalent to 

assigning by the smallest Euclidean distance. Using a 

different distance function other than (squared)         

Euclidean distance may stop the algorithm from 

converging. Various modifications of k-means such as 

spherical k-means and k-medoids have been proposed to 

allow using other distance measures. 

 

IV. IMPLEMENTATION AND PERFORMANCE 

EVALUATION 

 
Data samples are collected to find the genes with high 

priority. Biological data sets are collected from the 

methylated datasets. The low variants are eliminated when 

the pre filtering process is applied. Limma statistical  test 

is performed for the datasets. Assigning each gene a rank 

with respect to their weight. In this paper we apply Fuzzy 

c-means algorithm instead of k-means algorithm for the 

clustering process. RANWAR algorithm is used to extract 

the rules. Ranks are assigned to all the genes based on 

their weights. 

 

 
Fig1.shows all the datasets which are loaded for gene 

ranking 

 

 
Fig2. All the low variants datasets are eliminated using the 

prefiltering process 
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Fig3.weights are assigned to all the genes. 

 

 
Fig4.Rank and weight is assigned to all the genes 

 

 
Fig5.This shows the comparison and evaluation result of 

the minimum support and number of frequent item 

datasets 

 

V. CONCLUSION 

 

There are huge numbers of evolved rules of items (or 

genes) by Association Rule Mining algorithms make 
confusion to choose the top genes for the decision maker. 

In this paper the two new rank based weighted condensed 

rule-interesting measures called weight condensed 

confidence and weight condensed support (WCC, WCS) 

are introduced. A weighted rule mining algorithm called 

RANWAR, which has been developed using the measures 

especially for micro array data. RANWAR uses a 

statistical process called Limma to compute p-value of 

each gene (item), and adding some weight to given genes. 

It saves time of execution of the algorithm. Finally top 

rules extracted from RANWAR that are not present in 

Apriori, which have high biological significance. Also in 

future work Fuzzy c-means clustering is used in the Data 

Discretization process, instead of K-means clustering 

process. Thus, points on the edge of a cluster may be in 

the cluster to a lesser degree than points in the centre of 

cluster. Our comparison results provide the efficient 

clustering process in RANWAR. 
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